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4 Key facts Preparedness for online safety regulation

68%
percentage of UK child internet 
users (aged 13–17) who had 
experienced at least one potential 
online harm in the last four weeks

2025
earliest year in which Ofcom’s 
new online safety regulatory 
regime will be fully operational

£169mn
Ofcom’s estimated total 
cumulative costs, by the end of 
2024-25, of preparing for and 
implementing the new regime

62% percentage of UK adult internet users (aged 18+) who had 
experienced at least one potential online harm in the last 
four weeks

4 the average number of hours spent online, per day, by UK 
adults in September 2022

More than 
100,000

Ofcom’s preliminary estimate for the number of online services 
which could be subject to regulation under the new regime; 
the number could be signifi cantly higher

More than 40 number of regulatory documents, including codes of practice 
and guidance, that Ofcom will have to produce for regulated 
service providers

£56 million Ofcom’s estimated total cumulative spend on the regime 
by the end of 2022-23

346 number of full-time equivalent Ofcom staff working on online 
safety by the end of 2022-23

More than 450 Ofcom’s estimate, in February 2023, for how many online 
safety staff it will need by the end of 2023-24 and beyond, 
an increase of more than 100 on its 2020 estimate

Key facts
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Summary

Introduction

1 People are increasingly living their lives online. According to research by 
Ofcom, 93% of UK adults have access to the internet at home, and they spent on 
average just under four hours online a day in September 2022. Although the internet 
has many benefits, there are challenges from such online activity. Of internet users 
in the UK, 68% of child users (aged 13-17), and 62% of adult users (aged 18+), 
indicated in 2022 that they had experienced at least one potential online harm in the 
last four weeks. Harmful content can vary in nature, from child sexual abuse material 
and terrorist content to online fraud and the encouragement of self-harm.

2 The government has set itself an objective of making the UK the safest place 
in the world to go online. To achieve this, in March 2022, the Department for Digital, 
Culture, Media & Sport (DCMS) introduced in the House of Commons the Online 
Safety Bill (the Bill). The government considers that, with this Bill, the UK will be 
the first country to regulate such a comprehensive range of online harms. The Bill 
introduces new duties on search engines, firms which host user-generated content, 
and providers of pornographic content, to minimise the extent of illegal content and 
content that is harmful to children experienced by their users. Providers failing to 
meet these duties will be accountable to Ofcom, the UK’s existing communications 
regulator, in its new role as the UK’s online safety regulator.

3 The Bill requires Ofcom to secure the adequate protection of citizens from 
harm arising from content on regulated services, through the appropriate use by 
service providers of systems and processes designed to reduce the risk of such 
harm. Ofcom has been preparing for its new regulatory role since 2020 when 
DCMS confirmed its decision to appoint Ofcom as the regulator for online safety.
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Scope of this report

4 During our work on this report, responsibility for delivering the Online Safety 
Bill moved from DCMS to a new department, the Department for Science, Innovation 
& Technology (DSIT), after machinery-of-government changes in early 2023. In this 
report, we will refer to DCMS or DSIT, as appropriate, reflecting which department 
was responsible at that time.

5 This report examines whether the preparations undertaken by DSIT 
(and previously DCMS) and Ofcom for the implementation of the new online safety 
legislation are sufficiently advanced. Our evaluation and recommendations are 
based on our good practice guidance on the principles of effective regulation.1 
The report covers work undertaken by the departments and Ofcom to:

• establish the regulatory framework;

• prepare to implement the regulatory framework; and

• enable informed regulation.

Key findings

Establishing the regulatory framework

6 Ofcom has been preparing for the new regulatory regime while Parliament 
has been considering the Online Safety Bill. Ofcom has been preparing for its new 
duties since 2020, but this early start has meant that it has been undertaking its 
preparations while the regulatory regime was still being developed. Although the 
broad intent and ambition of the legislation have not changed, there have been 
significant changes to the Bill’s scope, including the introduction of new duties 
on service providers to tackle fraudulent advertising and limit children’s access to 
pornography, and amendments to what were previously core duties on tackling 
legal but harmful content for adults. The government announced further significant 
amendments to the Bill at the end of June 2023, including, for example, new powers 
for Ofcom to obtain information on a child’s social media use if requested by a 
coroner. There have also been significant changes to the Bill’s timetable. The Bill 
was introduced in the House of Commons in March 2022 and expected to receive 
Royal Assent in February 2023. However, the Bill did not enter the House of Lords 
until January 2023, and, as at July 2023, Royal Assent was not expected until 
October 2023. The scope of the regulatory regime will not be finalised until the Bill 
receives Royal Assent (paragraphs 1.8 and 1.9).

1 National Audit Office, Principles of effective regulation, May 2021.

https://www.nao.org.uk/wp-content/uploads/2021/05/Principles-of-effective-regulation-SOff-interactive-accessible.pdf
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7 The full regulatory regime will be put in place in phases over the two years 
after Royal Assent. Ofcom’s new powers are expected to come into force two 
months after Royal Assent to the Bill has been granted. Ofcom then needs to put 
in place detailed codes of practice and guidance which set out the details of the 
regulatory regime. This process will involve extensive consultation with a wide 
range of stakeholders, including industry, and is dependent in some areas on the 
passing of secondary legislation. Ofcom will finalise all relevant codes and guidance 
in phases from 2024, and, as at June 2023, it did not expect the regulatory 
regime to be fully operational until 2025. During this period, there will continue to 
be uncertainty around the regulatory regime’s final details, such as how service 
providers will be categorised in order to determine the exact duties they will face. 
In July 2022, Ofcom produced a roadmap setting out how it intended to implement 
the new regime after Royal Assent, but this assumed Royal Assent early in 2023. 
In June 2023, it published an update to the roadmap, confirming the phased 
approach to its production of codes and guidance, but with a new assumed date for 
Royal Assent of autumn 2023. The update did not, however, contain detailed dates 
for the timings of the various phases. There is a risk that the regime will become 
fully operational later than 2025 if further significant changes, such as those 
announced by the government at the end of June 2023, are included in the Bill 
(paragraphs 1.10 and 1.11).

8 Ofcom has identified its early priorities for action once its powers start to 
come into force after Royal Assent. Ofcom will still have lots to do to develop the 
regime. For example, it will have to produce more than 40 regulatory documents, 
including formal codes of practice and guidance for regulated service providers. 
In the initial stage after its powers start to come into force, Ofcom is prioritising 
action against some of the most serious online harms, for example, tackling illegal 
content and protecting children. However, the duties placed on service providers 
are not enforceable until the relevant codes of practice and guidance are published 
and the relevant parts of the regulatory regime fully implemented. Even then, 
enforcing these duties could be challenging for Ofcom as some service providers 
may deliberately choose not to comply with the regime out of criminal or malign 
intent, despite Ofcom taking enforcement action, and most have no UK corporate 
or economic presence. Users may not notice a significant change to their online 
experience at first. Ofcom has recognised that some stakeholders might expect 
immediate changes on the Bill’s Royal Assent or might be unaware that Ofcom 
will have no specific powers to address individual pieces of harmful content. It has 
therefore put in place a communications strategy for managing these expectations 
and addressing misunderstandings (paragraphs 1.12 to 1.16).
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Preparing to implement the framework

9 Ofcom has made a good start to its preparations. Ofcom has taken a structured 
approach to preparing for the new regime and established appropriate programme 
management and governance arrangements for setting it up. Its preparations are 
broadly on track against its latest planned timetable. In March 2023 Ofcom rated 
the programme’s overall progress as ‘Amber’ (that is, a delay of less than four weeks 
or objectives in terms of scope and budget possibly at risk, but with mitigating 
actions agreed), highlighting uncertainties in the Bill’s timetable as a risk to its plans. 
Any further significant changes to the scope of the Bill, such as those announced by 
the government at the end of June 2023, risk creating a gap in Ofcom’s preparations 
(paragraphs 2.2, 2.4 and 2.5).

10 Government has enabled Ofcom to commit significant resources to preparing 
for the new regulatory regime up to 2023-24, but funding for 2024-25 is unclear. 
Government agreed to Ofcom funding the upfront costs for preparing for the new 
regime from Wireless Telegraphy Act 2006 receipts, which Ofcom would have 
otherwise handed to the Exchequer.2 The government expected that the setting up 
of the new regulatory regime would be completed in 2023-24. Ofcom would then 
start to recover both its upfront costs, and the ongoing costs of the regime, from 
fees levied on the industry from 2024-25, making the regime self-financing from 
that date. However, as at May 2023, Ofcom expected that it would start to recover 
its online safety costs in 2025-26, a year later than originally expected due to the 
changes to the Bill’s timetable. Ofcom has also identified that it will need extra 
resources to take on increases in the scope of the regime, such as the inclusion 
of fraudulent advertising. As at April 2023, Ofcom estimated that its cumulative 
costs in preparing for and implementing the regime could total £169 million by the 
end of 2024-25, of which about £56 million will have been incurred by the end of 
2022-23. Ofcom is in the process of finalising its funding requirement for 2024-25 
and seeking agreement for this funding from DSIT and HM Treasury. Changes to 
the Bill’s timetable also mean that the details of the fee regime remain uncertain 
(paragraphs 2.6 to 2.9).

11 Ofcom has undertaken significant organisational work to prepare for its new 
responsibilities. In September 2020, Ofcom restructured so that online safety 
would be embedded in its organisation, and it expanded its technology group. 
In April 2023, it created a new Online Safety Group with responsibility for strategy 
delivery and policy development. This Group also contains a dedicated supervision 
unit, responsible for promoting the compliance of small providers and for managing 
relationships with what Ofcom expects to be the 20 largest and riskiest service 
providers, in line with lessons Ofcom learned from its existing regulation of 
video-sharing platforms. Ofcom is confident that this new structure will enable it 
to respond quickly to new and emerging harms but acknowledged that it has more 
to do to embed more responsive ways of working (paragraphs 2.10 to 2.12).

2 These receipts arise from Ofcom’s issuing of licences for civil use of the radio spectrum.
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12 Ofcom has significantly expanded its capacity and capabilities since 
2020, but challenges remain, for example, in recruiting the extra staff it needs. 
In July 2020, Ofcom identified that it would require almost 350 extra staff by 
2023-24 and beyond to meet its new responsibilities, an increase of more than 
35% on its total staff at the end of 2019-20.3 Its progress in delivering this 
requirement has been broadly in line with its schedule. By March 2023, it had 
346 staff in place, based in London, Edinburgh and a new hub in Manchester. 
However, in February 2023, it revised its estimate of staff needed to more than 
450 by the end of 2023-24 and beyond, an increase of more than 100 on its 2020 
figure, due to its establishment of a dedicated supervision unit and the need for 
more staff to cover increases in the regulatory regime’s scope. As at April 2023, 
it had yet to seek the agreement of DSIT or HM Treasury to the funding it requires 
for future years. Ofcom had initially focused its recruitment efforts on roles to 
support the legislative process and set up operations. However, once the regime is 
under way, some of these staff will transition to supervision roles (paragraphs 2.13 
to 2.15, 2.17 and 2.18).

Enabling informed regulation

13 Ofcom has prepared a substantial initial evidence base to inform its 
implementation of the new regime. As at April 2023, it had completed 24 research 
projects and had a further 90 either planned or under way. This included, for 
example, work during 2021-22 with six service providers to understand their 
approaches to content moderation and measurement of online harms. However, 
as at the start of July 2023, it was working to identify the impact on its plans for 
future research of the amendments to the Bill announced by the government at 
the end of June 2023. Ofcom has also drawn on its existing regulatory experience, 
including that of regulating video-sharing platforms, and has engaged with other 
regulators, including those overseas. It has undertaken early engagement with 
industry, meeting some of the providers likely to be subject to the new legislation. 
Representatives from industry told us that they appreciated Ofcom’s efforts to 
engage, but some were concerned about the potential burden of compliance, 
citing examples of requests from Ofcom for information that would require 
significant effort to answer (paragraphs 3.2 and 3.4 to 3.10).

14 The Bill will bring a large number of overseas firms into Ofcom’s regulatory 
remit for the first time, creating significant monitoring challenges. Based on 
preliminary research carried out by Ofcom, the number of online services subject to 
regulation could total more than 100,000 and could be significantly higher. The great 
majority of these will be based overseas and will not have been regulated by Ofcom 
before and are therefore unfamiliar with it. Monitoring this scale of services will 
require automated data collection and analysis systems, and the IT capability 
to support these, which Ofcom is currently developing (paragraphs 3.11 and 3.12).

3 All staffing figures are for the full-time equivalent (FTE) number of staff.
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15 DSIT and Ofcom have yet to finalise their plans for evaluating how well the new 
regime is working once it is in place, and not all the data required for evaluation are 
available. DSIT and Ofcom are planning to evaluate the effectiveness of regulation 
once the regime has begun. However, such evaluation, by nature of the harms 
involved, will be challenging, and the eventual effectiveness of the new online safety 
regulatory regime is only partly dependent on the successful implementation of 
preparations for its introduction. DSIT is progressing its evaluation plans; as at 
April 2023, work on its evaluation framework was under way. However, there were 
important evaluation-related gaps in its evidence base that need addressing to 
enable it to measure the regime’s effectiveness. Filling these gaps will require DSIT 
and Ofcom to discuss their respective data collection plans as part of their ongoing 
liaison over evaluation. Ofcom is advancing its own evaluation plans and intends 
to have identified a short set of evaluation metrics by the time the Bill receives 
Royal Assent, with a longer list in place by 2025 when the regulatory regime 
becomes fully operational. Ofcom acknowledges that it will need to fine-tune the 
regulatory regime after it becomes fully operational, and that the ability to evaluate 
the effectiveness of the existing regime and future changes will be crucial to this 
(paragraphs 3.13 to 3.15 and 3.17).

Conclusion on value for money

16 Securing adequate protection of citizens from online harm will be a big new role 
for Ofcom. It has been preparing for the introduction of the new regulatory regime 
for online safety at the same time as Parliament has been considering the Online 
Safety Bill establishing the regime. As a result, Ofcom has had to take account 
of significant changes to both the regime’s scope and timing. Ofcom has made a 
good start to its preparations and has taken the steps it could reasonably have 
done by this point: compiling an evidence base to inform its implementation of the 
new regime; putting in place the capacity, capabilities and organisational design it 
needs to begin operating the regime; and engaging with stakeholders. It estimates 
that its cumulative costs in preparing for and implementing the regime could total 
£169 million by the end of 2024-25, of which £56 million will have been incurred by 
the end of 2022-23. The full regulatory regime will, however, only come into effect 
in phases over the two years after the Bill’s Royal Assent, and Ofcom still has lots 
to do in terms of finalising its arrangements.
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17 Ofcom will need to manage several risks in implementing the new regulatory 
regime in a way that delivers value for money. It will need to move quickly to 
cover any gaps in its preparations arising from the significant amendments to the 
Online Safety Bill announced by the government at the end of June 2023 and any 
further changes before the Bill receives Royal Assent. It has also yet to secure the 
funding it needs for the extra staff it has identified that it will require. It will need 
to regulate a very large number of services, the great majority of which have not 
been regulated before and are unfamiliar with Ofcom and how it works, and which 
have no UK corporate or economic presence. It will need to cover its costs by 
introducing fees so that the regime becomes self-financing. It will also need to obtain 
good-quality data to monitor the compliance of services and to evaluate its own 
effectiveness and that of the regime. Furthermore, it will be vital for Ofcom to secure 
public trust by managing the public’s expectations about the regime’s impact in its 
early years. This is a significant set of challenges, and Ofcom has already started to 
consider how it will address them.

Recommendations

18 We make recommendations in four areas. In each of these, both Ofcom and 
DSIT recognise the need to further develop existing plans, particularly as they 
begin to implement the full regulatory regime.

Ofcom’s external communication

Ofcom should:

a manage the public’s expectations about the regime’s impact and Ofcom’s role 
during implementation to give confidence in the credibility of the new regime 
with the public, industry and others; and

b develop its plans to inform industry about its requirements, particularly 
ensuring its data requests are coordinated and proportionate, and 
establishing how it will collect feedback, in particular from smaller, 
non-categorised companies.
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Ofcom’s financial management

Ofcom should:

c establish how it will manage the financial risks presented by the additional 
year of set-up and increased staffing need; as it does so, it should report 
transparently on its set-up costs through its normal reporting mechanisms, 
including its annual report and accounts; and

d clarify its overall approach to long-term financial management, including the 
scope of its financial modelling and its assumptions about the future costs 
and funding of the regime.

Ofcom’s internal skills and capacity

Ofcom should:

e identify how it will reach the capability and capacity it needs and keep 
this relevant and up to date so that it is equipped to keep abreast of 
technology developments, the development of new online services and 
platforms, and changes to user behaviour as the regime is implemented 
and becomes operational.

Monitoring and evaluation

DSIT should:

f work with Ofcom to identify how the data Ofcom plans to collect as 
part of its evaluation activities will support DSIT’s own evaluation of the 
effectiveness of the regime and the achievement of its policy objectives.

Ofcom should:

g ensure that its processes for collecting data from service providers and its 
generation of automated information about these are providing it with data 
of sufficient quality to inform its regulatory duties and enable it to adapt its 
approach if the data show it is not achieving its aims.
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Part One

Establishing the regulatory framework

1.1 In this Part, we examine the development of the new regulatory framework 
for online safety, including the need for regulation and Ofcom’s role in this.

The need for regulation

1.2 People are increasingly living their lives online (Figure 1 overleaf). According 
to research by Ofcom, 93% of UK adults have access to the internet at home, 
with the average time spent online, per day, by adults in September 2022 being just 
under four hours. Much of people’s use of online services is interactive in nature, 
with, for example, 97% of UK online adults (68% of children) using Meta’s social 
platforms and communications services. Although the internet has many benefits, 
there are challenges from such online activity. Of internet users in the UK, 68% 
of child users (aged 13-17), and 62% of adult users (aged 18+), indicated in 2022 
that they had experienced at least one potential online harm in the last four weeks. 
Harmful content can vary widely in nature, from child sexual abuse material and 
terrorist content to online fraud and the encouragement of self-harm. Such content 
can have serious effects. For example, 43 million UK adult internet users have 
encountered suspected scams online, of whom an estimated 25% have fallen victim 
to a scam and lost money. In 2020, the Department for Digital, Culture, Media & 
Sport (DCMS) calculated that online harms have an estimated socioeconomic cost 
of at least £4.5 billion per year (at 2019 prices). Individuals who are exposed to 
harmful content can experience serious mental and physical effects (Figure 2 on 
page 15) with, for example, evidence linking the risk of children self-harming and 
attempting suicide with accessing related content online.
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1.3 The government has set itself an objective of making the UK the safest place 
in the world to go online. To achieve this, in March 2022, DCMS introduced in the 
House of Commons the Online Safety Bill (the Bill). The government considers 
that, with this Bill, the UK will be the first country to regulate such a comprehensive 
range of online harms. In January 2022, it had outlined five policy objectives it was 
seeking to achieve via the Bill:

• Increase user safety online.

• Preserve and enhance freedom of speech online.

• Improve law enforcement’s ability to tackle illegal content online.

• Improve users’ ability to keep themselves safe online.

• Improve society’s understanding of the online harms landscape.

Figure 1
Average time spent online per day by age group between 2019 and 2021

Time spent (hours.minutes)

Across all age groups, people are spending increasing amounts of time online 

Notes
1 The 2019 and 2020 figures are based on January to December data. The 2021 figures are based on September 

data only.

2 Ofcom commissioned external companies to collect these data on its behalf. It commissioned a different company
for 2021 to that it used for 2019 and 2020. 

Source: National Audit Office analysis of Ofcom documents
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Note
1 The quotes are taken from Ofcom’s published research, which interviewed a representative sample of UK 

internet users.

Source: National Audit Offi ce analysis of Ofcom documents

Figure 2
The effects of experiencing harmful content online upon internet users
Individuals exposed to harmful content can experience serious mental and physical effects

“Honestly it felt like, like a violation really, innocently watching something, 
you make a comment, and someone can attack you and say anything 
they want to you, I felt unsafe. I felt let down.”

“I remember the time it happened. My heart was pounding, I am a grown 
man. But I felt threatened and scared by how they were behaving. 
Especially when talking about wanting to hurt people.”

“Looking back at it, that’s not how a child should develop. Like it gave 
me issues with my sexuality for a long time. Like it’s never something 
I’ve been comfortable with since.”

“The horrifying bigotry of some of the comments is almost terrifying. 
It’s spilling over into personal reactions and face-to-face reactions.”

“Anorexia was a huge problem for me for a long time, very much fuelled 
by these online communities.”



16 Part One Preparedness for online safety regulation

1.4 During our work on this report, responsibility for delivering the Bill moved to 
a new department, the Department for Science, Innovation & Technology (DSIT), 
after machinery-of-government changes in early 2023. DSIT also took over 
from DCMS as the sponsoring department of Ofcom. In this role, it sets a cap 
on Ofcom’s expenditure each year, and, under the Online Safety Bill, can issue 
a statement setting out the government’s strategic priorities for online safety. 
In this report, we will refer to DCMS or DSIT, as appropriate, reflecting which 
department was responsible at that time.

1.5 The Home Office has also been involved in the development of the 
government’s policy on online harms. In April 2019, the Home Office jointly issued 
the Online Harms white paper with DCMS and was involved in the development 
of the Online Safety Bill. It will also be involved in the regime’s implementation as 
the Home Secretary has to sign off on Ofcom’s codes of practice on terrorist and 
child sexual exploitation and abuse material, and Home Office data will support 
monitoring of illegal harms.

Ofcom’s role as the independent regulator of online safety

1.6 The Online Safety Bill introduces new duties on search engines, and on firms 
that host user-generated content and enable user interaction, to take proportionate 
measures to minimise the extent of illegal content and content that is harmful to 
children experienced by their users. It will also require providers of services that 
publish or display online pornography to ensure that children are not normally able 
to access such content. The Bill also introduces new offences, such as sending false 
or threatening communications and cyber-flashing.4 Service providers that fail to 
meet their duties will be accountable to Ofcom, the UK’s existing communications 
regulator, in its new role as the UK’s online safety regulator.5 The Bill requires 
Ofcom to protect citizens from harm arising from content on regulated services, 
by requiring service providers to have systems and processes in place to reduce 
the risk of harms. The new requirement represents a significant expansion of 
Ofcom’s responsibilities. The Bill requires Ofcom to produce codes of practice 
and guidance setting out how regulated providers can comply with their 
new duties and gives Ofcom powers to collect information to monitor firms’ 
compliance and to take enforcement action when they do not (Figure 3).

4 Cyber-flashing involves the sending of obscene images to strangers online.
5 Ofcom is the independent regulator for the UK’s communications industries; it already regulates TV and radio 

broadcasters, on-demand programme services, fixed and mobile telecoms, postal services, and the airwaves over 
which wireless devices operate. Since 2020, it has also been responsible for regulating the video-sharing platforms 
established in the UK.
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Online Safety Act2 

and related statutory 
instruments set out duties

Notes
1 This fi gure was produced in early June 2023.

2 The scope of the regulatory regime will not be fi nalised until the Online Safety Bill receives Royal Assent.

Source: National Audit Offi ce analysis of Ofcom documents

Direction of action

Figure 3
Outline of the online safety regulatory regime1

The day-to-day regulatory activities will involve industry actions to comply with the regime, with monitoring and supervision by Ofcom

Setting out the regulation Day-to-day regulatory activity Enforcement

Ofcom

publishes codes of 
practice and guidance, 
and risk assessments 
for illegal content and 
content that is harmful 
to children

Ofcom

if required, undertakes 
enforcement action 
for breaches. Action 
may include fines, 
requirements to make 
changes, business 
disruption measures 
and criminal sanctions

Industry

acts to comply with its 
duties, undertakes risk 
assessments and ensures 
systems/processes are 
appropriate

Ofcom

supervises industry 
through monitoring 
compliance and providing 
support. Ofcom updates 
its codes of practice 
based on this work
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1.7 Ofcom has previous experience in regulating online services, through its 
regulation of on-demand programme services since 2016 and of video-sharing 
platforms since 2020. However, its proposed regulation of online safety is more 
complex since, unlike these other regulatory regimes, the potential number of 
providers involved is significantly larger and is not confined to service providers 
with some form of UK corporate or economic presence. Despite this, there 
are some similarities between the proposed online safety regime and Ofcom’s 
regulation of video-sharing platforms in that its regulation of platforms aims to 
encourage these to have systems and processes in place that provide protection 
to their users from specific types of harmful material in videos, such as terrorist 
and child sexual abuse material. It has therefore sought to identify lessons from 
its platform regulation to inform its preparations for online safety.

1.8 Ofcom has been preparing for its new duties since 2020, with DCMS 
confirming its decision to appoint Ofcom as the regulator for online safety in 
December 2020 (Figure 4). Ofcom started its preparations then so that it could 
begin to meet its new duties as soon as they come legally into force. However, this 
early start has meant that Ofcom has been preparing to implement a regulatory 
regime that was still being developed and has been subject to significant change. 
For example, after DCMS published the draft Online Safety Bill in May 2021, 
pre-legislative scrutiny by Parliament led DCMS to expand the scope of the 
regulatory regime, including new duties on service providers to tackle fraudulent 
advertising and limit children’s access to pornography. Although the broad intent 
and ambition of the legislation has not changed since the Bill formally entered the 
House of Commons in March 2022, there have been further significant amendments 
to previously core duties on tackling legal but harmful content for adults in response 
to concerns expressed by some regarding the impact of the previous provisions on 
freedom of expression. The government announced further significant amendments 
at the end of June 2023, including increases in Ofcom’s powers (for example, 
the power to require regulated services to provide information on a child’s social 
media use if it is requested by a coroner) and in the duties placed on service 
providers (for example, services that publish or allow pornographic content on their 
sites are to be required to use ‘highly effective’ age verification or age estimation 
tools to prevent children accessing this content).

1.9 As at July 2023, there was still uncertainty around the regulatory regime as 
its scope will not be finalised until the Bill receives Royal Assent at which point no 
further changes are possible. The timetable for this Assent has been subject to 
significant changes. Although introduced in the House of Commons in March 2022, 
the Bill did not enter the House of Lords until January 2023, and, as at July 2023, 
DSIT expected that the Bill would receive Royal Assent in October 2023, against 
the date of February 2023 expected in March 2022.
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Figure 4
Timeline of major developments for the Online Safety Bill since 2019
The development and implementation of the Online Safety Bill has been under way since 2019

Source: National Audit Offi ce analysis of Department for Digital, Culture, Media & Sport, parliamentary and Ofcom documents

2019 2022 20232020 2021

May 2021

Government 
published the draft 
Online Safety Bill 
(the Bill)

Jul 2021

DCMS made 
Spending Review 
submission for 
continued funding 
for Ofcom

Oct 2021

HM Treasury 
confirmed Ofcom’s 
settlement for 
2022-23 and 2023-24

Mar 2022

Government added fraudulent 
advertising, pornography providers, 
user empowerment duties and proactive 
technology requirement to the Bill

Mar 2022

The Bill entered 
the House 
of Commons

Nov 2022

Government removed ‘legal 
but harmful’ measures from 
the Bill, replacing them with 
terms of service measures

Jul 2022

Ofcom 
published 
its roadmap 
to regulation

Jun 2023

Government amended the Bill to 
increase protections for children, 
empower adults to have greater 
control over the content they access 
and give coroners access to data

Sep 2022

Ofcom finalised 
its organisation 
design and 
operating model

Jan 2023

The Bill 
entered the 
House of Lords

Dec 2020

HM Treasury 
provided Ofcom 
with funding to 
prepare for online 
safety regulation

Jul 2020

DCMS submitted the 
business case for Ofcom 
to prepare to be the 
regulator for online safety

Apr 2019

Government 
published 
Online Harms 
white paper

Feb 2020

Government announced 
it is ‘minded to’ appoint 
Ofcom as the regulator 
for online safety

Dec 2020

Government published the 
full government response, 
confirming that Ofcom will 
be named regulator for 
online safety

May 2020

Department for Digital, 
Culture, Media & Sport 
(DCMS), Ofcom and the 
Home Office hold the first 
Joint Steering Group Meeting

Aug 2022

Government 
changed the 
illegal content 
safety duty 
in the Bill

Feb 2021

Ofcom’s Online 
Safety Programme 
Board met for the 
first time
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Establishing Ofcom’s activities and priorities

1.10 The detailed regulatory regime will take effect in phases once the Bill has 
received Royal Assent. Ofcom’s new powers are expected to come into force two 
months after Royal Assent has been granted. Ofcom then needs to put in place 
detailed codes of practice and guidance, spelling out the details of the regulatory 
regime. This process will involve extensive consultation with a wide range of 
stakeholders, including industry, and is dependent in some areas on the passing 
of secondary legislation. Ofcom will finalise the codes and guidance in phases in 
order to reduce the administrative burden on both itself and industry. In July 2022, 
Ofcom produced a roadmap setting out how it intended to implement the new regime 
after Royal Assent. Under this, elements of the regulatory regime were expected 
to start to come into force in 2024, with the regime not expected to be fully 
operational until 2025. The roadmap assumed the Bill would receive Royal Assent 
in early 2023. In June 2023, it published an update to the roadmap, confirming the 
phased approach to its production of codes and guidance, but with a new assumed 
date for the Bill’s Royal Assent of autumn 2023. The update did not, however, 
contain detailed dates for the timings of the various phases. There is a risk that the 
regime will become fully operational later than 2025 if further significant changes, 
such as those announced by the government at the end of June 2023, 
are included in the Bill.

1.11 During this initial period, although the scope of the regulatory regime will have 
been finalised in the legislation, there will continue to be uncertainty around the 
final detailed regulatory framework until the codes of practice and guidance are 
finalised. For example, the Bill stipulates that different categories of providers face 
differing duties, with the largest/riskiest providers facing more duties (Figure 5). 
However, details of these categories have yet to be set out, consulted on and 
agreed. The details will eventually be set out in government secondary legislation, 
following advice from Ofcom. As at June 2023, Ofcom was intending to produce 
this advice within six months of the Bill receiving Royal Assent.

1.12 Ofcom still has lots to do to develop the regime. It has identified that it will 
have to produce more than 40 regulatory documents, including pieces of formal 
codes of practice and guidance for regulated service providers, risk registers and 
pieces of research (Figure 6 on page 22). As at June 2023, it had started the 
process of producing these, for example, publishing in March 2023 a discussion 
document on its planned approach to risk assessments. Ofcom has used the time 
created by changes to the Bill’s timetable to advance its preparations for some 
of these documents. For example, as at June 2023 it intended to issue its first 
batch of documents relating to illegal content for consultation very shortly after 
its powers commence (paragraph 1.10), rather than within the first 100 days of this.
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Figure 5
Service provider categorisation and their duties under the Online Safety Bill
Depending on their size and the risks involved, regulated service providers will have different duties under the regulatory regime

Category 1

The highest reach 
user-to-user services 
with the highest 
risk functionalities

Category 2a

Highest reach 
search services

Category 2b

Other services with 
potentially risky 
functionalities 
or other factors

Others

All remaining 
in-scope services

Key duties

Protect people from illegal content    

Protect children, where services 
are likely to be accessed by them

   

Empower users to protect 
themselves from harmful content 
and to hold providers accountable

   

Increase transparency reporting    

Other duties

Have clear and transparent terms 
of service in relation to illegal 
content, child safety, and user 
redress duties

   

Have particular regard to the 
importance of protecting users’ 
right to freedom of expression

   

Protect users from a breach of the 
law concerning privacy

   

Minimise the likelihood of 
fraudulent advertising on 
their service

   

Assess the impact of their safety 
measures on users’ rights to 
freedom of expression and privacy, 
journalistic content or content of 
democratic importance

   

Ensure adults are given the 
option to verify their identity and 
have more control over the legal 
content they see and who they 
interact with

   

 Duty applies

 Duty does not apply

Source: National Audit Offi ce analysis of the Online Safety Bill in January 2023
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Codes of practice

Child sexual exploitation 
and abuse content

Terrorism content

Other priority offences

Duties relating to illegal content

User empowerment duties

Duties on journalistic content and 
content of democratic importance

Fraudulent advertising

Children’s legal but harmful content

Advice

Advice to the Secretary of State on 
minimum standards of accuracy for 
child sexual exploitation and abuse/
terrorist content

Advice to the Secretary of State 
on categorisation thresholds

Advice to government on thresholds 
for ‘qualifying worldwide revenue’2

Registers

Register of risks/risk profiles 
of illegal content

Register of risks/risk profiles of 
children’s legal but harmful content

Register of Category 1, 2a and 2b3

List of emerging Category 1 services3

Guidance

Platform illegal content 
risk assessment

Illegal content judgements

User empowerment duties content

User verification

Duties to protect news 
publisher content

Duty not to act against user except in 
accordance with terms of service

Children’s access assessment

Platform children’s risk assessment

Preventing children accessing non- 
user-generated content pornography

Priority content that is harmful 
to children

Record keeping and review duties

Enforcement

Penalty

Use of powers relating to terrorism/child 
sexual exploitation and abuse notices

Super-complaints4

Transparency reporting

Research

Research on consumer experience

Research on categories

Reports

Annual report on child sexual 
exploitation and abuse/terrorism 
notice functions

Report on 
misinformation/disinformation

Report on the impact on 
journalistic content

Review of content that 
is harmful to children

Ofcom annual transparency reports

Researcher access report

Statements

Statement defining ‘qualifying 
worldwide revenue’ for fees2

Statement of ‘qualifying worldwide 
revenue’ exemptions2

Statement of charging principles

Notes
1 This fi gure was produced in early June 2023.
2 Qualifying worldwide revenue refers to the annual revenue of a company that Ofcom will take into account when determining fees and fi nes. 
3 Category 1 services are the largest and riskiest user-to-user services; Category 2a services are the largest and riskiest search services; 

Category 2b are high-reach user-to-user services. The remaining services are not categorised.
4 The super-complaint mechanism created by the Online Safety Bill enables organisations, who meet eligibility criteria, to report systemic 

failures to comply with the duty of care across two or more services.

Source: National Audit Offi ce analysis of Ofcom documents

Figure 6
Regulatory documents Ofcom is required to produce1

In introducing the regime, Ofcom has identified that it will have to produce at least 40 pieces of formal advice or guidance 
for regulated service providers and others
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1.13 While it is preparing its first suite of regulatory publications, Ofcom has 
identified those areas where it will prioritise action – tackling illegal content and 
protecting children. To this end, it published calls for evidence on illegal harms 
and the protection of children online in July 2022 and January 2023 respectively. 
These priorities reflect those areas identified as priority harms in the Bill and 
discussions with DCMS. Subsequently, under the amendments to the Online 
Safety Bill announced by the government at the end of June 2023 (paragraph 1.8), 
Ofcom will be required to produce agreed codes of practice for the implementation 
of the duties on child safety and illegal content within 18 months of the Bill reaching 
Royal Assent. It will also be required to produce by the same date guidance on how 
online publishers of pornography content can protect children from their content 
through the use of ‘highly effective’ tools for either age verification or age estimation. 

1.14 In this initial stage, Ofcom expects to prioritise using its new 
information-gathering powers to deepen its understanding of the sector. It also 
intends to work with the most important service providers to encourage robust 
assessment of risks to users’ safety and to secure improvements in safety 
processes. The duties placed on service providers in both these two and in other 
areas are not enforceable until the relevant codes of practice and guidance are 
published and the relevant parts of the regulatory regime fully implemented. 
Even after the regime is fully in place, enforcing the new duties could be 
challenging for Ofcom and success will depend on factors outside of its control, 
as some service providers may deliberately choose not to comply with the regime 
out of criminal or malign intent, despite Ofcom taking enforcement action, and 
most have no UK corporate or economic presence (paragraph 1.7).

1.15 Users may not notice significant changes to their online experience at the 
start of the regulatory regime. Many of the initial measures focus on service 
providers’ terms and conditions and their risk assessments, all of which will 
take time to filter down to changes for the user. Representatives from industry 
told us that larger service providers already do many of the things Ofcom will 
be requiring of them. Ofcom’s research also shows that many larger providers 
already deploy sophisticated processes for dealing with the most serious harmful 
content, such as terrorist content and child sexual exploitation and abuse material. 
However, this is not always the case with the smaller service providers which fall 
outside categories 1, 2a and 2b (Figure 5) and which Ofcom might not initially be 
able to identify. Users are also less likely to encounter these priority harms than 
other harms, such as misinformation or generally offensive language, which are 
the most commonly encountered online harms.
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1.16 Ofcom has recognised a risk of stakeholders expecting immediate change 
on Royal Assent and has in place a communications strategy for managing these 
expectations and addressing misunderstandings about its role. Some representatives 
from industry noted a risk that internet users might complain to Ofcom about harmful 
content, not realising that this is not provided for in the Bill. As at April 2023, the 
Bill requires all service providers to put procedures in place for handling complaints 
from users and affected people about potentially harmful content. In comparison, 
Ofcom is only required to consider complaints from organisations about systemic 
issues arising from a service provider and impacting on online safety. It has no 
specific powers to take action, or compel regulated service providers to take action, 
on individual pieces of content, or to get providers to offer redress to individual 
users on a case-by-case basis.



Preparedness for online safety regulation Part Two 25 

Part Two

Preparing to implement the regulatory framework

2.1 In this Part, we examine Ofcom’s programme management and governance 
of its preparations for the new regulatory regime; its funding; and the work it has 
done to put in place the required organisational design, staffing and infrastructure 
to meet its new responsibilities.

Programme management and governance

2.2 Ofcom has taken a structured approach to preparing for the new regime. 
It initially structured its preparations around five focus areas of activity, which it 
refreshed annually:

• Supporting the legislative process.

• Preparing its regulatory approach.

• Building public trust and awareness.

• Setting up its operation.

• Investing in technology, data, sector knowledge and capability.

2.3 Ofcom appointed an accountable director for each focus area and monitored 
its preparations’ progress by each area. From October 2022, it identified its 
implementation priorities for the coming calendar year, based on the five areas, 
and monitored delivery against these priorities.

2.4 Ofcom’s preparations for the new regime are broadly on track against 
its latest planned timetable. In April 2023, Ofcom rated the programme’s 
overall progress as ‘Amber’.6 It highlighted uncertainties in the timetable for 
the Online Safety Bill (the Bill) (paragraph 1.9) as a risk to its plans. Any further 
significant changes to the scope of the Bill, such as those announced by the 
government at the end of June 2023, risk creating a gap in Ofcom’s preparations.

6 Amber rating: There is delay against the critical path or key milestones of less than four weeks with agreed 
mitigation. The objectives (scope, budget, agreed tolerances) may be at risk; teams have agreed mitigating actions.



26 Part Two Preparedness for online safety regulation

2.5 Ofcom has established appropriate programme management and governance 
arrangements (Figure 7) for setting up the regime, including an Online Safety 
Programme Board, which has met regularly since February 2021 and reports to 
Ofcom’s main Board. Once the regulatory regime goes live, the specific governance 
arrangements for the regime’s implementation will be absorbed into Ofcom’s 
existing governance structure. Ofcom regularly meets with the Department for 
Science, Innovation & Technology (DSIT) (previously with the Department for Digital, 
Culture, Media & Sport (DCMS)) and the Home Office to discuss preparations for 
the regulatory regime’s implementation at both a senior level, through the Joint 
Steering Group, and at working level, through the Implementation Working Group.

Funding

2.6 Government has enabled Ofcom to commit significant resources to preparing 
for the new regulatory regime. Government agreed to Ofcom funding the upfront 
costs for preparing for the new regime from Wireless Telegraphy Act 2006 receipts, 
which Ofcom would have otherwise handed to the Exchequer.7 As at autumn 2021, 
Ofcom estimated that it would incur cumulative set-up costs of £111 million over 
four years to the end of 2023-24 (Figure 8 on page 28). It plans that both these 
costs and the ongoing costs of the regime will be recovered from fees levied on 
industry once the regulatory regime is fully operational and that the regime will be 
self-financing from that point. At autumn 2021, DCMS and Ofcom expected that 
Ofcom would complete its preparations for the new regulatory regime in 2023-24 
and that this fee regime would start in 2024-25. Any fines levied on providers for 
not complying with the regulatory regime are payable to HM Treasury and will not 
be used by Ofcom to fund its online safety costs.

2.7 Ofcom’s task has been made more difficult by changes to the Bill’s timetable 
and scope. As at May 2023, Ofcom expected that it would start to recover its 
online safety costs in 2025-26, a year later than originally expected due to the 
timetable changes (paragraph 1.9). Ofcom has revised its estimate of its costs 
to include this extra year. As at April 2023, it estimated that its cumulative costs 
in preparing for and implementing the regime could total £169 million over five 
years by the end of 2024-25 (Figure 8). This revised figure also included Ofcom’s 
need for extra resources to take on increases in the regime’s scope, such as 
the inclusion of fraudulent advertising (paragraph 1.8). As at April 2023, Ofcom 
was forecasting that it will have incurred about £56 million of the £169 million 
by the end of 2022-23.

7 Under section 401 of the Communications Act 2003, Ofcom can retain monies it receives under the Wireless 
Telegraphy Act 2006 from issuing licences for civil use of the radio spectrum, in order to meet costs which 
it cannot otherwise recover through its imposition of fees and charges on industry. Government approval is 
required to its use of these receipts in this way. Otherwise, Ofcom passes on these receipts to the Exchequer.
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Ofcom Board

Notes
1 In April 2023, Ofcom established the Condoc Steering Group, reporting to the Online Safety Programme Board, 

to  support policy development and the consultations on the regulatory documents it is required to produce.

2 Not part of the formal governance arrangements.

Source: National Audit Offi ce analysis of Ofcom documents

Flow of accountability Flow of reporting

Figure 7
Governance arrangements in Ofcom
Ofcom has put in place structures to oversee its implementation of the regime

Ofcom

Online Safety Programme Board1

Oversees set-up of the regime

Holds workstream leads to account

Allocates budget

Owns risks and issues

Joint Steering Group

Provides senior oversight of the delivery of 
the online harm regulator

Tracks progress against programme plans

Manages key risks and dependencies

Membership includes Department for Digital, 
Culture, Media & Sport (DCMS)/Department 
for Science, Innovation & Technology (DSIT), 
Home Office (HO) and Ofcom

Cross-government coordination bodies

Policy Management Board

Approves: regulatory approach, external 
consultations, external engagement 
objectives, organisational design, 
strategic priorities and budget

Implementation Working Group

Monitors progress against Ofcom’s 
implementation plan

Monitors risks and escalates key concerns

Membership includes DCMS/DSIT, HO 
and Ofcom

Online Safety Management Team

Prioritises and implements the 
work agreed by the Online Safety 
Programme Board

Tracks key deliverables

Escalates major risks

Online Safety Delivery Group²

Tracks progress against plans

Assesses risks
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2.8 Ofcom faces a number of financial risks going forward. As at April 2023, 
Ofcom was forecasting online safety spending of £50 million for 2023-24 to allow 
for, among other things, further changes to the Bill’s timetable. It therefore needed 
to find efficiency savings of £3 million if it was to remain within the £47 million cap 
placed by DCMS and HM Treasury on such spending for the year. Ofcom is in the 
process of finalising, and seeking the agreement of DSIT and HM Treasury to, its 
funding requirement for 2024-25, which it has provisionally estimated at £66 million.

2.9 Changes to the Bill’s timetable also mean that uncertainties remain over the 
details of the fee regime – for example, the period over which set-up costs will 
be recovered; the revenue threshold at which firms start to pay fees; and the fee 
rates payable. As a result, as at June 2023, Ofcom had yet to undertake financial 
modelling to inform the proposed design of the fee regime.

Figure 8
Ofcom’s estimated total online safety costs by 2024-25
Ofcom has revised its estimates of its online safety costs

Year Estimated costs
as at autumn 2021

Estimated costs
as at March 2023

(£mn) (£mn)

2020-21 2.71 2.71

2021-22 19.22 14.71

2022-23 41.62 38.21

2023-24 47.03 47.03

Total by the end of 2023-24 110.5 102.6

2024-25 Not estimated4 66.05

Total by the end of 2024-25 168.6

Notes
1 Figures are outturn costs.
2 Figures are estimated costs.
3 Department for Digital, Culture, Media & Sport (DCMS) and HM Treasury placed a cap on Ofcom’s online safety 

spending in 2023-24 of £47 million.
4 Not estimated as HM Treasury required Ofcom’s online safety funding for 2024-25 to be subject to additional 

spending negotiations at a later date.
5 The £66 million is a provisional estimate.

Source: National Audit Offi ce analysis of Department for Digital, Culture, Media & Sport and Ofcom documents
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Organisational design

2.10 Ofcom has undertaken extensive organisational design work to prepare 
for and operate the new regulatory regime. To integrate its new online safety 
responsibilities with its other regulatory responsibilities, in September 2020, 
it restructured itself to embed online safety in the organisation. As part of this, 
Ofcom expanded its technology group to include the online technology and data 
skills it needed and established a Data Management Office to manage the large 
amounts of data it will need to handle to deliver effective regulation.

2.11 Between January and August 2022 Ofcom reviewed its organisation design 
and decided to create a new Online Safety Group, with a new group director 
for online safety appointed in November 2022. The new Group came into effect 
in April 2023 and is responsible for strategy delivery, policy development and 
supervision. Ofcom is confident that this new structure will enable it to respond 
quickly to new and emerging harms but acknowledged that more work is 
needed to embed more responsive ways of working.

2.12 The Online Safety Group contains a dedicated supervision unit, responsible 
for building and maintaining relationships with what Ofcom expects to be the 
20 largest and riskiest service providers and promoting the compliance of small 
providers. This approach differs from Ofcom’s other regulatory regimes as a 
key lesson learned from its first year regulating video-sharing platforms was 
the need to invest in stakeholder management. The diversity of the sector and 
novelty of the online safety regime also requires Ofcom to work collaboratively 
with key industry players to establish expectations and bring about change 
before harm materialises.

Staffing

2.13 Ofcom has significantly increased its staff numbers since 2020 to prepare 
for its new online safety responsibilities (Figure 9 overleaf). In July 2020, 
Ofcom identified that it would require almost 350 staff by 2023-24 and beyond 
to prepare for and meet its new online safety responsibilities, an increase of 
more than 35% on its almost 960 staff at the end of 2019-20.8 Progress in 
meeting Ofcom’s staffing requirement has been broadly in line with its schedule. 
By March 2023, it had 346 online safety staff in place.

8 All staffing figures are for the full-time equivalent (FTE) number of staff.
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Figure 9
Planned and actual increase in Ofcom’s staffing to deliver the online safety regime, from 2020-21 to 2025-26

Headcount1

Ofcom has increased staffing broadly in line with its original schedule, but its latest estimates further increase its staffing requirements

Notes
1 All figures are for the full-time equivalent number of staff at 31 March of each financial year.
2 Staff numbers for 2020-21 were not included in the Spending Review settlement or Ofcom staff budgetting exercises.
3 Figures for 2021-22 and 2022-23 are the staff numbers budgeted for these years. Figures for 2023-24, 2024-25 and 2025-26 are Ofcom’s estimated staff numbers for these years.

Source: National Audit Office analysis of Ofcom documents
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2.14 There was significant uncertainty about the shape and scope of the final 
regulatory regime when Ofcom identified its original staffing requirement. 
By February 2023, Ofcom had increased its requirement to more than 450 by 
the end of 2023-24 and beyond, more than 100 staff more than it had estimated 
in July 2020 and were in place by the end of 2022-23. Reasons for the increase 
include Ofcom’s establishment of a dedicated supervision unit (paragraph 2.12) 
and the need for more policy, technology, data and research staff to cover 
the increases in the scope of the regulatory regime (paragraph 1.8). As at 
February 2023, Ofcom had yet to recruit the extra staff to meet its increased 
staffing requirement, or to seek DSIT and HM Treasury agreement to its funding 
for future years (paragraph 2.8).

2.15 It has been difficult for Ofcom to estimate and then recruit the number of 
people it requires as the scope of the regime and Ofcom’s responsibilities have 
changed over time. For example, according to Ofcom, as at the start of July 2023 
it still needed to work out the staffing requirements arising from amendments 
to the Bill announced by the government at the end of June (paragraph 1.8), 
and estimating the required staffing levels remained difficult as the regime’s scope 
was still uncertain as further additions could still be made to the Bill. According 
to Ofcom, there is also a risk that continuing extensions to the legislative process 
could cause recruited staff to disengage or leave.

2.16 To successfully implement the regulatory regime, Ofcom must be able to 
attract the right talent with the right skills and expertise, including knowledge and 
understanding of the technology sector. Not only does Ofcom require a significant 
number of extra staff, but many of these are in new areas, such as online safety 
technology and data. Those Ofcom has appointed have a variety of relevant skills, 
including content moderation, online technology, including machine learning 
technologies, data management and analysis, policy-making, regulatory experience 
and human rights expertise. Ofcom has recruited from a variety of relevant bodies, 
including civil society bodies such as the National Society for the Prevention of 
Cruelty to Children (NSPCC) and Internet Watch Foundation, law enforcement 
agencies, such as the National Crime Agency, other regulators, and online service 
providers such as Google and Meta.

2.17 The initial focus of Ofcom’s recruitment was on policy roles to support 
the legislative process and corporate roles to set up operations, with corporate 
roles making up 44% of hires in 2021-22. Ofcom intends that, once the regime 
commences, some of the policy staff will transition to supervision roles and it is 
developing training to support this.
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Infrastructure

2.18 Ofcom has based its online safety staff in London, Edinburgh and a new 
hub in Manchester. In summer 2021, Ofcom entered into a three-year lease for 
interim accommodation for 150 staff in Manchester. It wanted to avoid acquiring 
permanent accommodation until it had completed trials to identify the implications 
of the COVID-19 pandemic on its future ways of working. These trials were due 
to run from September 2021 after COVID-19 restrictions on office-based working 
had been eased. As at June 2023, Ofcom was in negotiations with its landlord to 
secure its interim accommodation on a more permanent basis.

2.19 Ofcom expects that all the necessary IT platforms will be ready on time, 
especially as Royal Assent is expected eight months later than first planned 
(paragraph 1.9). Ofcom has had to develop five new IT platforms to deliver the 
online safety regime. These include a platform where in-scope service providers 
can register themselves and through which they can receive notifications and 
invoices. The additional time before Royal Assent has enabled Ofcom to better 
understand the IT requirements and to develop the new platforms. Ofcom will 
develop further platforms as it implements the full regime.
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Part Three

Enabling informed regulation

3.1 In this Part, we examine:

• Ofcom’s efforts to understand the online sector and the issues around 
online safety as it prepares to implement the new regulatory regime; and

• the arrangements Ofcom and the Department for Science, Innovation 
& Technology (DSIT) are putting in place to monitor and evaluate the 
effectiveness of the regime once it becomes operational.

Understanding the online sector and online safety

3.2 Ofcom has produced a substantial initial evidence base to inform its 
implementation of the new regulatory regime. It has been thinking thoroughly and 
in a structured way about how it will use its new powers under the Online Safety 
Bill (the Bill) and develop its regulatory policies on online safety accordingly. 
According to Ofcom, as at April 2023, it had completed 24 research projects and 
had a further 90 either planned or under way to support the regime’s introduction. 
For example, during 2021-22, it had worked with six service providers of different 
sizes and types to understand their approaches to content moderation, metrics 
and the measurement of online harms. Its early research focused on the priority 
areas of illegal harms and protecting children and therefore avoided nugatory 
work when, in November 2022, the Bill’s provisions on legal but harmful content 
for adults were amended (paragraph 1.8). As at the start of July 2023, Ofcom was 
working to identify the impact on its plans for future research of the amendments 
to the Bill announced by the government at the end of June 2023; for example, 
the extent of further work required on age verification and assurance tools.

3.3 Ofcom made use of the research it carried out on online media literacy. 
Under the Communications Act 2003 Ofcom has a statutory duty to promote 
media literacy so that the public become informed digital decision-makers and 
so can protect themselves and others against harmful content. It also has a 
duty under the Act to carry out research into media literacy matters. Some of 
this research has covered online safety. For example, in June 2022, it released 
research that revealed the extent of abuse suffered by women online, and in 
October 2022 published research on how to keep children safe online.
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3.4 Ofcom has drawn on its existing regulation experience to inform the 
developments of its regulatory policies for online safety. As well as its experience 
of regulating activities across broadcasting, telecommunications and spectrum, 
Ofcom has drawn on its previous regulation of online services (paragraph 1.7). 
After its first year as regulator of video-sharing platforms, Ofcom recognised the 
need to increase its engagement with service providers before introducing online 
safety regulation, and to set up a dedicated supervision team within the Online 
Safety Group (paragraph 2.12).

3.5 Ofcom has liaised with other UK regulators in developing the regime. 
For example, it has worked with the Information Commissioner’s Office (ICO) 
on the interactions between online safety and data protection regulation, and with 
the Competition & Markets Authority (CMA) on those between online safety and 
competition, issuing joint statements with each of these on these topics. It has 
also worked with the Financial Conduct Authority (FCA) on the Bill’s provisions 
regarding fraudulent advertising.

3.6 In July 2020, Ofcom co-founded the Digital Regulation Cooperation Forum 
with the CMA and ICO, with the FCA joining subsequently. The Forum aims to drive 
cooperation between the UK regulators of digital spaces and deliver coherent 
approaches to regulation. The Forum has undertaken joint work on algorithm 
auditing and age assurance, as well as publishing joint statements and hosting 
roundtables. These outputs have demonstrated to industry the high-level coherence 
between the different regulators. Some industry representatives told us they 
appreciated these efforts and held the outputs in positive regard. Other countries 
(The Netherlands, Australia and Ireland) have adopted the same or similar models 
to the Forum.

3.7 Ofcom has sought to draw on the experiences of overseas regulators who, 
like itself, are at the forefront of online safety regulation, such as those in the 
EU and Australia, and intends to continue to do so in the future. In November 
2022, Ofcom launched, with regulators from Australia, Fiji and Ireland, the 
new Global Online Safety Regulators Network, which aims to pave the way 
for a coherent international approach to online safety regulation, by enabling 
online safety regulators to share information, experience and best practices. 
In March 2023, Ofcom announced the formation of a new International Working 
Group on Age Verification, which includes regulators from Belgium, Cyprus, 
France and Germany. The Group shares insights from research and day-to-day 
work assessing age verification techniques.
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3.8 The measures contained in the Online Safety Bill have been well trailed with 
industry through extensive consultation by the Department for Digital, Culture, 
Media & Sport (DCMS) on, for example, the April 2019 white paper (Figure 4) 
and pre-legislative scrutiny by Parliament of the Bill (paragraph 1.8). Ofcom has 
supplemented this with its own engagement with industry to develop its knowledge 
and understanding of the sector and to prepare service providers for future 
regulation, the great majority of whom have not been regulated by Ofcom before and 
are unfamiliar with Ofcom and how it works. By March 2023, Ofcom had met more 
than 70 service providers of different sizes and business models. Its chief executive 
had visited the USA in November 2022 to build relationships with senior leaders in 
both large (for example, Google, Meta) and mid-sized and smaller service providers 
(for example, Roblox, Reddit). According to Ofcom, as at April 2023, it had also held 
104 bilateral meetings, teach-ins and roundtables with a range of civil society bodies.

3.9 Representatives from industry told us that they appreciated Ofcom’s efforts 
to engage with them from an early stage. They felt that Ofcom had endeavoured to 
understand their concerns and to become an informed regulator. They also praised 
Ofcom’s communication, including the publication of the roadmap to regulation in 
July 2022 (paragraph 1.10), which has helped them to know what to expect.

3.10 However, several industry representatives expressed concern about the 
potential burden of compliance and the demands this would place on their 
resources. A one-person business described its finite resources and worried about 
nugatory efforts. Larger companies noted that, despite their size, their regulatory 
compliance resources were limited and greatly outnumbered by Ofcom’s resources. 
They also described receiving requests from Ofcom for information that would 
require significant effort to answer.

Monitoring and evaluation
3.11 There are significant challenges facing Ofcom around monitoring compliance 
with the new regulatory regime, given the scale and nature of the regulated sector. 
Ofcom will need to monitor the compliance of a very large number of service 
providers, the great majority of which are based overseas. As a result, under the 
Bill there will be a two-tier regime for monitoring compliance, with only what Ofcom 
expects to be the largest and riskiest 20 service providers initially subject to detailed, 
one-to-one supervision, while Ofcom does not expect to engage regularly with the 
rest. According to preliminary research carried out by Ofcom as part of its planning 
for the regime’s implementation, the number of online services subject to regulation 
could total more than 100,000. This number could be significantly higher, depending 
on the assumptions made when estimating this figure, for example, where one 
sets the threshold for the number of UK users of a service, such that this service 
is included in the estimate. Ofcom considers that the accuracy of its estimates will 
improve as it undertakes further analysis in this area and develops its knowledge. 
However, these numbers could increase if more services were to be included within 
the scope of the Bill. Ofcom also acknowledges that, due to the Bill’s broad scope 
and the dynamic and innovative nature of the online sector, it may never be able to 
estimate exactly the number of services within the regime’s scope.
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3.12 Monitoring this huge second tier of services will require automated data 
collection and analysis systems, including automated tools to identify services that 
are in scope and collect data on them. Ofcom is currently developing these systems 
and putting in place the necessary IT capability to handle data for such a large 
number of services. A key challenge facing Ofcom is how it will identify changes 
in the risk profile of an individual service in this tier that are so significant that the 
service requires closer monitoring by Ofcom. According to Ofcom, it will be able to 
identify services who have significant growth in user numbers, and thus may need 
closer, one-to-one supervision. It also plans to develop its analytical tools to assess 
risk and to continuously learn and adapt its systems.

3.13 There are also significant challenges around evaluation. Meaningful 
evaluation of the regime’s impact on online harms and the online environment 
will be critical to future value-for-money assessments. However, such evaluation, 
by nature of the harms involved, will be challenging. As DCMS acknowledged in 
its impact assessment in January 2022, many of the regulated harms do not have 
standard definitions or reliable metrics. Evaluations will also have to account for 
the incremental introduction of the regime (paragraph 1.10), and for the fact that 
the regime’s eventual effectiveness is only partly dependent on the successful 
implementation of preparations for its introduction. Both DSIT and Ofcom are 
planning for and will undertake evaluation activities and have been liaising to 
ensure these activities complement each other.

3.14 The Online Safety Bill requires DSIT to undertake an evaluation of regulatory 
effectiveness within two to five years after the Bill receives Royal Assent. According 
to DSIT, its evaluation work is on track to meet this schedule. In 2022, it developed 
evaluation frameworks for individual elements of the regime and, in January 2023, 
commissioned consultants to help develop a framework for the whole regime. As at 
April 2023, work on the first version of the overarching framework was under way. 
The consultants identified important evaluation-related gaps in DSIT’s evidence 
base, finding a lack of robust baseline evidence against which to measure the 
regime’s effectiveness, and a lack of previous, equivalent evaluations that could 
provide lessons. The consultants recommended a large set of priority data collection 
activities to ensure that DSIT has the necessary evidence for its evaluation. This will 
require DSIT and Ofcom to discuss their respective data collection plans as part of 
their ongoing liaison over evaluation activities.
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3.15 To complement DSIT’s work, Ofcom’s evaluations will focus on the impact of 
its different interventions. Ofcom is developing separate evaluation frameworks 
for each planned intervention, such as an individual code of practice addressing 
a particular harm, that set out how this intervention is expected to impact on the 
harm it is seeking to address. Based on this work, Ofcom plans to have identified a 
short set of evaluation metrics by the Bill’s Royal Assent, focused on areas that are 
aligned with its strategic priorities. These metrics will use a range of data sources, 
including Ofcom’s own surveys and third-party monitoring data. A significant amount 
of the data will come from the regulated service providers themselves through their 
transparency reports and responses to requests for information from Ofcom. Ofcom 
identified limitations with the provider-supplied information during its first year as 
regulator of video-sharing platforms and is working to improve the data platforms 
collect. As part of its evaluation of the online safety regime, Ofcom also plans to 
encourage platforms to evaluate the effectiveness of their safety measures, as well 
as carrying out its own assessment of these measures and sharing best practice. 
Ofcom will not be in a position to start fully evaluating the impact of its regulatory 
efforts until 2025 when the regulatory regime becomes fully operational. Ofcom 
intends to have a longer set of performance metrics in place by then.

3.16  Both Ofcom and DSIT are conscious about the risk of unintended 
consequences from the regulatory regime. In particular, both acknowledged a 
risk that the regime might stifle innovation, although in its impact assessment in 
January 2022, DCMS assessed the risk of indirectly impacting innovation to be 
negligible. However, a one-person business platform told us that they feared that 
any new measures would disproportionately affect small companies and start-ups, 
thereby prohibiting the emergence of new players and innovation. To monitor 
this risk going forward, Ofcom is required to assess the impact of all new codes 
of practice on innovation and small businesses. Ofcom has also identified other 
unintended consequences for all its planned interventions and has begun identifying 
metrics to monitor each of these.

3.17 Ofcom acknowledges that it will need to fine-tune the regulatory regime after 
it becomes fully operational. Such fine-tuning will depend on Ofcom’s ability to 
evaluate the effectiveness of the existing regime and any future changes. Ofcom has 
also established a horizon-scanning function to better understand the trends that will 
impact the online sector and users in future.
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Appendix One

Our audit approach

Our evidence base

1 This report presents our independent conclusions on whether the preparations 
undertaken by the Department for Digital, Culture, Media & Sport (DCMS) (now by 
the Department for Science, Innovation & Technology (DSIT)) and Ofcom for the 
implementation of the new online safety legislation are sufficiently advanced. 
Our conclusions were reached following an analysis of evidence collected primarily 
between December 2022 and April 2023.

2 The evaluative criteria that we used to assess value for money were based 
on our 2021 Principles of effective regulation and included whether: the planned 
regulatory regime is clear and robust; Ofcom is taking steps to track how regulatory 
interventions may be needed; Ofcom is taking steps to ensure that its regulatory 
interventions are proportionate and timely; and whether there are arrangements in 
place for reporting performance, evaluating impacts of interventions, and working 
with relevant organisations.9

3 The Principles constitute a ‘learning cycle’ for assessing, for an existing 
regulatory regime, how well regulators and policy makers are applying these 
principles, as they assess progress and respond to external challenges and 
pressures. However, the same principles are equally applicable, and can therefore 
be considered, when a new regulator or regulatory framework is being set up, 
as in this case.

4 In forming our conclusions, we drew on a range of study methods and a 
variety of evidence sources, as described in the paragraphs below. We collated and 
analysed the evidence we obtained, using our evaluative criteria as a framework. 
We looked across different sources of evidence to support each of our findings. 
We triangulated any issues, brought to our attention through our interactions with 
government departments, Ofcom or other stakeholders, against other sources. 
Where necessary, we asked questions of the relevant parties and/or asked for 
more information to ensure that we focused on the highest-priority areas.

9 National Audit Office, Principles of effective regulation, May 2021.
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Methods

Interviews

5 We conducted more than 25 interviews with representatives from DCMS/DSIT, 
the Home Office, Ofcom, online service providers who will be subject to the new 
regulatory regime, and other regulators, to inform our audit.

6 Our interviews with Ofcom and DCMS/DSIT were mostly in the form of 
‘teach in’ sessions responding to topics identified in advance by the National Audit 
Office (NAO), with documented presentations by the audited body supported 
by discussion with the NAO and responses to our questions. The documentary 
evidence and presentations supporting these sessions informed our evidence base.

7 Ofcom. We carried out nine interviews, both face-to-face and online, 
in February and March 2023 with Ofcom officials involved in its preparations for 
the new regulatory regime. Topics included how Ofcom has gone about these 
preparations, the progress it has made, its future plans for implementation, 
and the risks to these plans.

8 DCMS/DSIT. In January to March 2023, we carried out online interviews with 
officials involved in the development and implementation of the Online Safety Bill 
and the new regulatory regime.

9 Home Office. We met officials from the Home Office in March 2023 to discuss 
its role in the development and implementation of the new regulatory regime.

10 Regulated providers. In March and April 2023, we carried out online interviews 
with eight bodies (FreeDating, Google, Meta, Online Dating Association, OnlyFans, 
Roblox, Twitter and YouTube), which either themselves will be, or represent 
organisations which will be, subject to the new regulatory regime, in order to gain 
their views on how government and Ofcom have gone about preparing for the 
implementation of the new regulatory regime and the progress they have made 
with this. We also received comments from the Mid-Sized Platform Group.

11 Other regulators. We discussed with other regulators (the Information 
Commissioner’s Office, Financial Conduct Authority, Competition & Markets 
Authority) and the Digital Regulation Cooperation Forum the input they have 
had into preparations for the new regime, including their relationship with 
Ofcom, as part of our scoping work in August and September 2022. We also 
met with the secretariat supporting the Digital Regulation Cooperation Forum 
in February 2023 to discuss subsequent developments.
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Document review

12 Between January and April 2023, we reviewed a wide range of published 
and unpublished documents produced by DCMS/DSIT, Ofcom and others to 
inform our study.

13 DCMS/DSIT and Ofcom documents included but were not limited to: minutes of 
the meetings of Ofcom’s Online Safety Programme Board and its associated papers; 
minutes of the meetings of DCMS’s/DSIT’s Joint Steering Group (attended by 
DCMS/DSIT, the Home Office and Ofcom) and its associated papers; business 
cases, budgeting and other planning documents; risk reports; and research into 
online safety. We reviewed each document to help us better understand how 
DCMS/DSIT and Ofcom have gone about preparing for the introduction of the new 
regulatory regime, the planned milestones and the progress they have made against 
these, future plans for the regime’s implementation, and the risks to these plans.

14 We also extracted relevant data from these documents for analysis – 
see ‘Data analysis’ below. Where necessary, we followed up with DCMS/DSIT and 
Ofcom to clarify the contents of the documents and to request further documents 
as required. We also used our document review to inform our interview questions 
and to confirm the findings from interviews.

15 We also reviewed relevant documents published by third parties, including 
research papers and submissions to government consultations, to gain an 
understanding of the extent of online harms experienced by online users, 
the issues surrounding online safety and its regulation, and the views of 
these parties on these topics.

Data analysis

16 In February to April 2023, we examined the expenditure incurred, and the 
number of staff recruited, by Ofcom in preparation for its implementation of the 
new regulatory regime. Our examination covered both past years from 2020-21 
and future years to 2025-26. We also compared latest figures for these against 
Ofcom’s original plans. All cost figures we used are in cash (that is, not adjusted 
for inflation) terms.
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